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« Bislang (letzte Vorlesung):

« Motivation und Grundlagen der Intervallschatzung

 Konfidenzintervalle und Gutekriterien

« Konfidenzintervalle fur den Parameter u einer Normalverteilung

o Jetzt:

« Konfidenzintervalle fur den Parameter  einer Bernoulli-Verteilung
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Konfidenzintervalle fur den
Parameter  einer Bernoulli-
Verteilung
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Wdh.: Konstruktion eines
Konfidenzintervalls fur u
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« Wir sind von einer geeigneten Schatzfunktion fur den Parameter u ausgegangen:

S|

ﬁ:)?:

n
i=1

X;

« Wir haben diese Schatzfunktion z-standardisiert, dann fur alle unbekannten Parameter
im Nenner die entsprechende Schatzfunktion eingesetzt und so eine Zufallsvariable T

erhalten:

« z-Standardisierung:

« Ersetzen von o2 durch die Schatzfunktion S2:

X —
T = a
SZ

n
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Es hat sich herausgestellt, dass die Wahrscheinlichkeitsverteilung P; dieser

Zufallsvariable T genau bestimmbar ist, auch wenn der Wert des Parameters u selbst

nicht bekannt ist:

T~t(n—1)

2 2

P(t%STStl_%)Zl—a

« Wir haben T eingesetzt und die Ungleichungen nach u aufgelost:

S2 _ S?
e [y SusX+t e o)=1-a

PlX—t

Wir haben auf Basis dieser t-Verteilung die Quantile t« und t,_a berechnet, so dass
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« Dies hat das zufallige Konfidenzintervall
_ Sz _ S2
1(Xq,...X,) =[U,0] = X—tl_%- 7,X+t1__g- —

und das konkrete in unserer Stichprobe berechenbare Konfidenzintervall

ergeben.
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Konstruktion eines
Konfidenzintervalls fur
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Ausgangssituation: Xl-lflvol Be(m) furi=1,2,...,n

Ziel: Konstruktion eines Konfidenzintervalls 1(X4, ..., X;,) mit Konfidenzniveau 1 — a mit
minimaler erwarteter Lange fur den Parameter .

Wir werden versuchen, das Vorgehen bei der Konstruktion des Konfidenzintervalls fur u
auf die Konstruktion eines Konfidenzintervall fur = zu Ubertragen.
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 Wir wissen, dass

»

I

<

Il
S| =

n
i=1

X;

eine erwartungstreue, effiziente und konsistente Schatzfunktion fur m ist.
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« Wir wissen aulderdem (aus VL 6), dass

EX)=nm

(1l — )
n

SD(X) = SE(X) =

- Als z-Standardisierung von X ergibt sich daher:

X-E®  X-m

SD(X) (1l — 1)
n
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« Wir ersetzen = im Nenner durch die entsprechende Schatzfunktion # = X :

o statt

o jetzt

X—T7

/ =

><|

— T

X—m
7(1—7) \]/)?(1 X
n

n

A

« Bemerkung: Das m im Zahler muss stehen bleiben, da wir ja spater nach diesem

auflosen wollen.
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« Anders als beim Konfidenzintervall fur u gilt nun ja Xl-u~(«]1 Be(m) und nicht mehr

iid

X; ~ N(u,0?) und entsprechend folgt X auch keiner Normalverteilung mehr.

* Problem: Deshalb ist die Wahrscheinlichkeitsverteilung von

nicht bekannt.

X—1

A

« Losung: Wir bestimmen die approximative Wahrscheinlichkeitsverteilung von Z*.




Lehrstuhl fir Psychologische
Methodenlehre und Diagnostik
der Ludwig-Maximilians-
Universitat Minchen

Vorlesung
Statistische
Methoden |
WS 25/26

Approximative

Wahrscheinlichkeitsverteilungen
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Sei X eine Zufallsvariable mit Trager Ty und Wahrscheinlichkeitsverteilung Py und
Verteilungsfunktion F.

Sei Py eine weitere Wahrscheinlichkeitsverteilung mit Verteilungsfunktion F*.

« Man sagt dann, dass Py eine approximative Wahrscheinlichkeitsverteilung von X ist,
falls

F'(x) ~ F(x) =P(X <x)

fur alle x € Ty qilt (vereinfachte Definition).

« Das heifdt: Falls wir die Wahrscheinlichkeit P(X < x) mithilfe der ,falschen®
Verteilungsfunktion F* berechnen, liegt diese Wahrscheinlichkeit sehr nahe an der
tatsachlichen Wahrscheinlichkeit, die wir mithilfe der tatsachlichen Verteilungsfunktion F
von X berechnen wurden.

. Wir schreiben in diesem Fall auch: X < Py




Lehrstuhl fir Psychologische Vorlesung
Methodenlehre und Diagnostik Statistische
der Ludwig-Maximilians- . . Methoden |
Universitdt Miinchen B els p e | | WS 25/26

Die Standardnormalverteilung ist eine approximative Wahrscheinlichkeitsverteilung
einer Zufallsvariable deren tatsachliche Wahrscheinlichkeitsverteilung eine
t-Verteilung mit hohem v ist:

1.00-

0.75-

rot: N(0,1)
schwarz: t(50)

g 0.50 -

0.25-

0.00-
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« Vergleich einiger Werte der Verteilungsfunktionen:

« P(T <1):
> pnorm(1, 0, 1
[1] 0.8413447
> pt(1l, 50)
[1] 0.8389372
« P(T <—0.5):

> pnorm(-0.5, @
[1] ©0.3085375
> pt(-0.5, 50)
[1] ©0.3096343

)

A

A

-

A

iy

A

F*(1) ~ P(T < 1)

F)=P(T<1)

F*(—0.5) ~ P(T < —0.5)

F(—0.5) = P(T < —0.5)

» |Ist also eine Zufallsvariable T t-verteilt mit hohem v, dannist T 2 N(0,1)
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Die Normalverteilung mit Parametern u = nr und ¢? = n(1 — n) ist eine
approximative Wahrscheinlichkeitsverteilung einer Zufallsvariable X, deren tatsachliche
Wahrscheinlichkeitsverteilung eine Binomialverteilung mit hohem n ist:

1.00

0.75

rot: N(25,18.75)
schwarz: B(100,0.25)

x
T 050

0.25

0.00

#18
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« Vergleich einiger Werte der Verteilungsfunktionen:

« P(X < 20):
> pnorm(20, 25, sqrt(18.75))
[1] 0.1241065 < F*(20) =~ P(X < 20)
> pbinom(20, 100, 0.25)
[1] 0.148831 + F(20) = P(X < 20)
« P(X < 30):

> pnorm(30, 25, sqrt(18.75))
[1] 0.8758935 F*(30) = P(X < 30)

> pbinom(30, 100, 0.25)
[1] 0.8962128 F(30) = P(X < 30)

A

a
- Ist also eine Zufallsvariable X binomialverteilt mit hohem n, dann ist X~N (nm, nr(1 — 7))
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In vielen Fallen wird die Approximation einer Wahrscheinlichkeitsverteilung P durch eine
Wahrscheinlichkeitsverteilung P* umso genauer, je gro3er der Wert eines bestimmten
Parameters 6 von P wird.

In diesen Fallen sagt man auch, dass die Wahrscheinlichkeitsverteilung P fir 8 — o
gegen die Wahrscheinlichkeitsverteilung P* konvergiert.

Notation:

lim P = P*
0—-c0
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» t-Verteilung und Standardnormalverteilung:
lim t(v) = N(0,1)
VYV — 00
rot: N(0,1) rot: N(0,1) rot: N(0,1) rot: N(0,1)
schwarz: t(1) schwarz: t(5) schwarz: t(10) schwarz: t(100)

# 21
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« Binomialverteilung und Normalverteilung:

lim B(n, ) = N(mt, n(l — n))

n—-0oo

rot: N(2.5,1.875) rot: N(5,3.75) rot: N(12.5,9.375) rot: N(25,18.75)
schwarz: B(10,0.25) schwarz: B(20,0.25) schwarz: B(50,0.25) schwarz: B(100,0.25)

# 22
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Weiter mit der

Konstruktion eines
Konfidenzintervalls fur
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* Problem: Die Wahrscheinlichkeitsverteilung von

ist nicht bekannt.

X—1

Z" =

« Losung: Wir bestimmen die approximative Wahrscheinlichkeitsverteilung von Z*.
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» Es lasst sich zeigen, dass die Wahrscheinlichkeitsverteilung von

X-EX) X-m
S0 [x(1-Xx)
n

*

fr n - oo gegen die Standardnormalverteilung konvergiert:

lim P, = N(0,1)

n—-0o

« Das heildt, fur grol3e Stichproben ist die Standardnormalverteilung eine approximative
Wahrscheinlichkeitsverteilung von Z*:

7 2 N(0,1)

« Je grofer die Stichprobe ist (also je grofder n), desto besser ist diese Approximation.
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Ab hier ist das Vorgehen wieder analog zur Konstruktion des Kls fur y, nur eben mit der
approximativen statt der genauen Wahrscheinlichkeitsverteilung von Z*:

Wir wissen, das Z* approximativ einer Standardnormalverteilung folgt und kdnnen
mithilfe der Verteilungsfunktion F der Standardnormalverteilung diejenigen Werte

. . . . . a a .
z%c und zl_%c bestimmen, fur die jeweils F(Z—Z‘) =7 und F(Z1—g‘) =1 - gilt.

Dann gilt:

P(ZcszZ Szl_%)zF(zl_%)—F(z_g)zl—a

Nochmal: Je groRer der Stichprobenumfang n, desto besser ist diese Approximation.
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0.4-

0.3-

0.1-

0.0-

# 27
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« Zusammenfassung bis jetzt:

 Wir wissen, dass

X—1

A

approximativ einer Standardnormalverteilung folgt.

« Wir kdnnen deshalb auf der Basis der Standardnormalverteilung die Quantile

za und z,_a bestimmen, so dass

2 2

gilt.

P(Z%SZ*Szl_%)zl—a
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Einsetzen von

in P(Zg <Z"< zl_g) ~ 1 — a und Umstellen (genau wie beim Kl fur u):
2 2

P

X—1

Z" =

P(Z%SZ*SZ czr)%l—a

X—1
Pl za < <z a\x1—«a

2 [Xa-XxX) '
n
X1-X) _ ’)?1—)?
Za - (—)SX—T[S zZ, (—) ~1l—a
2 n n

nlg
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_ X(1-X) _ X(1-X)
P\ X+za |————=-n<—X+z a —— |=l-«a
2 n 2 n

P
X(1-X) _ X(1-X)
Pl X+2z « >n=>X—z ~1—«
1—5 n 1_'_2 n
X(1-X) _ X1-X)
Pl X—2z « <n<X+z ~1—«
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 Also ist

1(Xq, ..

ein Konfidenzintervall fur = mit approximativem Konfidenzniveau 1 — «, da

X)) =[U,0l=|X—-2z «a- a -

X(1-X) 7 X(1-X)

E— Z
1— n 15 n

_ X(1-2X) _ X1-X)
P\ X—2z a |—<n<X+z a+ —— |=1l—«
1—3 n 1_'_2 n

« Anmerkung: Man kann leider nicht zeigen, dass dieses Konfidenzintervall eine minimale
erwartete Lange hat. Aber die Lange ist auf jeden Fall kiirzer als die von [—oo, o].
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 Fur dieses Konfidenzintervall konnen wir die Realisationen u und o und somit das
konkrete Konfidenzintervall

1(x1,...,x,) = [u,o0] = f—zl_%- /f(lT_f),f+zl_%- /f(l—n_f)]

aus unserer Stichprobe berechnen.

«  Wir mussen hierfur lediglich den Mittelwert x (bzw. die relative Haufigkeit (1) der mit 1

kodierten Messwertauspragung), den Stichprobenumfang n und das Quantil z,

bestimmen.

a

2
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Da wir die Wahrscheinlichkeitsverteilung von Z* nur approximiert haben, ist das

tatsachliche Konfidenzniveau unseres Konfidenzintervalls nicht exakt gleich 1 — a.

Umstanden deutlich niedriger als 1 — a sein.

« Aber: Je groRer der Stichprobenumfang n, desto naher liegt die tatsachliche
Wahrscheinlichkeit

_ X(1-X) _ X1-X)
P\ X—2z a /————<n<X+2z a-
1—5 n 1_'_2 \I n

an dem von uns vorgegebenen Wert 1 — a, und desto naher liegt somit das
tatsachliche Konfidenzniveau unseres Konfidenzintervalls an dem von uns
vorgegebenen Wert 1 — a.

« Und: Wir benotigen sowieso grolde Stichproben. Warum?

Fur kleine Stichproben (n < 100) kann das tatsachliche Konfidenzniveau unter
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« Zur Erinnerung:

« Je langer das konkrete Konfidenzintervall, desto ungenauer unsere Schatzung.

« Je kirzer das konkrete Konfidenzintervall, desto genauer unsere Schatzung.

« Drei Faktoren beeinflussen die Lange des konkreten Konfidenzintervalls:

1. Das Konfidenzniveau 1 — « (indirekt Uber z, _«)

2

» Je hoher das Konfidenzniveau, desto langer das Intervall.

2. Der Stichprobenumfang n

» je grol¥er der Stichprobenumfang, desto kirzer das Intervall.

3. Der Schatzwert x fur

> Je grofler x(1 — x), desto langer das Intervall.
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Sehr wichtig:

« Da das Konfidenzniveau 1 — a auf jeden Fall hoch (> 0.95) gewahlt werden sollte und
wir keinen Einfluss auf den Schatzwert x haben, bleibt als einzige Grole, die wir

beeinflussen konnen, der Stichprobenumfang n.

« Um schmale Konfidenzintervalle und somit genaue Schatzungen zu erhalten, mussen
wir also eine groRe Stichprobe erheben.
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 Bemerkung I: Es gibt neben der hier vorgestellten Methode noch mehrere alternative
Methoden, um Konfidenzintervalle fur = zu konstruieren. Im Gegensatz zum
Normalverteilungsfall gibt es hier nicht ein einziges Konfidenzintervall, dass alle
Gutekriterien erfullt. Die verschiedenen Konfidenzintervalle haben jeweils Vor- und
Nachteile. (https://en.wikipedia.org/wiki/Binomial _proportion_confidence_interval)

« Bemerkung lI: Das hier besprochene approximative Konfidenzintervall wird auch Wald-
Konfidenzintervall genannt.

« Bemerkung lll: Es ist auch maoglich, auf Basis der Binomialverteilung ein
Konfidenzintervall mit exaktem (d.h. nicht nur approximativem) Konfidenzniveau fur  zu
konstruieren. Dieses hat aber schlechtere Eigenschaften als das approximative Intervall
(u.a. grolRere erwartete Lange und Probleme, die sich aus der Diskretheit der
Binomialverteilung ergeben).
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Wir interessieren uns fur die relative Haufigkeit h, der Depression in einer Population.
Wir ziehen eine einfache Zufallsstichprobe mit n = 100 Personen aus dieser Population.

X1, Xy, ..., X, ..., X100 Sind Bernoulli-Variablen, die jeweils den Wert 1 annehmen, falls
die i-te Person in der Stichprobe depressiv ist.

x4 pe(m)

ﬂ:hD

Wir wollen nun ein 0.95-Konfidenzintervall fur = berechnen.
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 Das konkrete Konfidenzintervall hat die Form

* Um dieses berechnen zu konnen, benotigen wir x, n und z,

a .

2

« Zum Beispiel konnten 20% der Personen in der von uns gezogenen Stichprobe

depressiv sein, d.h.:

¥=h(1)=0.2

 Wir wissen zudem, dass n = 100 ist.
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Wir mussen also nur noch z,_a berechnen:

Das von uns gewlnschte Konfidenzniveau ist 1 — a = 0.95.

Damitist @ = 1 — 0.95 = 0.05 g = 0.025 und somit Zy_¢ = 210025 = Z0.975-

2

Damit konnen wir z, -5 in R berechnen:

> gnorm(0.975, 0, 1)
[1] 1.959964

Also ist zy 975 = 1.96
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« Einsetzenvon x = 0.2, n =100 und z, 49,5 = 1.96 in das konkrete Konfidenzintervall:

,fl—f /fl—f
[(x1;---;xn): f—Zl_gzr' (T);f+Z1__%' (—n)]
~lo2-196- 2222 024196, 2200
T 100 "7 100

~ [0.12,0.28]
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« Ergebnis der Berechnung des konkreten Konfidenzintervalls:

1(xq, ..., x,) = [0.12,0.28]

* Interpretation:

« Auf Basis unserer Stichprobe sind die Werte in dem Intervall [0.12, 0.28] die
plausiblen Werte fur = und somit fur die relative Haufigkeit h, der Depression in der
Population.
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» Bislang:

« Motivation und Grundlagen der Intervallschatzung
« Konfidenzintervalle und Gutekriterien
« Konfidenzintervalle fur den Parameter u einer Normalverteilung

« Konfidenzintervalle fir den Parameter m einer Bernoulli-Verteilung

Jetzt:
« Zusammenfassung
» Ubersicht
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Mit Konfidenzintervallen versuchen wir, die Genauigkeit einer Schatzung des
Parameters m interpretierbarer zu machen.

Zur Konstruktion eines Konfidenzintervalls fur = wenden wir die gleiche Logik wie beim
Kl far u an.

Da die Schatzfunktion X hier allerdings nicht normalverteilt ist, ist die wahre
Verteilung der mithilfe der z-Standardisierung umgeformten Zufallsvariable unbekannt.

Glucklicherweise kdnnen wir jedoch davon ausgehen, dass mit gro3eren Stichproben
diese unbekannte Verteilung durch die Standardnormalverteilung approximiert
werden kann.

Durch diese Approximation gelten unsere Anforderungen an das Kl wie das
Konfidenzniveau zwar nicht exakt, wir konnen uns jedoch darauf verlassen, dass je
grofRer die Stichprobe ist, das Problem immer kleiner wird.
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Ubersicht
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Interessierende Wahrscheinlich- Parameter, der Erwartungs- Standard- Schatzwert
GroRe in der keitsverteilung der der interessier- treue, fehler dieser
Population Zufallsvariablen X;, | enden GroRe in effiziente und | Schatz-
X5, ..., X, in der der Population konsistente funktion
einfachen Zufalls- entspricht Schatz-
stichprobe funktion
h iid T X x = h(1
Pop X; ~ Be(m) (1l —m) (1)
(relative Haufigkeit einer n

Messwertauspragung einer
diskreten Variable in der

Population)
fPo iid 2 H X X
P X;~N(u,0°) o?
(Mittelwert einer stetigen 7
Variable in der Population,
deren Histogramm durch die
Dichte einer Normalverteilung
approximiert werden kann)
2 iid 0.2 52 SZ

Semp Pop X N (g, )

(Empirische Varianz einer
stetigen Variable in der
Population, deren
Histogramm durch die Dichte
einer Normalverteilung
approximiert werden kann)
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Interessierende
GroBe in der
Population

hPop

(relative
Haufigkeit einer
Messwert-
auspragung einer
diskreten Variable
in der Population)

xPop

(Mittelwert einer
stetigen Variable
in der Population,
deren

Histogramm
durch die Dichte
einer
Normalverteilung
approximiert
werden kann)

Wahrscheinlich-
keitsverteilung
der Zufalls-
variablen X1, X,,
...y X, inder
einfachen
Zufalls-
stichprobe

iid

Xi ~ N(,Ll, 0-2)

Parameter,
der der
interes-
sierenden
GroRe in
der
Population
entspricht

Zufalliges Konfidenzintervall

[X e xa-% ., e xa-n
2 n 2 n

_ S2 _ 52
X—t a+ |—, X+t o |[—
1—3 n 1—5 n

Konkretes Konfidenzintervall

[ /f(l —-X) _ /f(l — x)‘
X—z a- Xtz a-
2 n 2 n

52 s2
f—tlc_x' —,f-{-tlg' —
2 n ) n




